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Institutions on NWICG
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About myself

Assistant Prof. of Physics
Research in High Energy Physics

Basic Science
Experimental Research

Explore the constituents of matter
Unify fundamental forces
Search for the Higgs boson – origin of mass
Large scale experiments

Collaboration
Fermi National Accelerator Laboratory – FERMILAB (TIER-1)

Batavia, Illinois (60 miles Northwest of Hammond)
European Center for Nuclear Research – CERN (TIER-0)

Geneva, Switzerland
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Experiments

Typical Design
Collider – initiates collisions between sub-atomic 
particles 
Detector – detects these collisions  
Computing farms – record these collisions for 
physics analysis 

DZERO Detector – FERMILAB (750 physicists)
CMS Detector– CERN (2800 physicists) 

Both are INTERNATIONAL Collaborations
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PUC on the DZERO map
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PUC on the US-CMS map
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PUC & HEP

PUC is an official member both at Fermilab
and CERN
HEP Effort at PUC is led by NP

Post-doctoral fellow- Dr. Vesna Cuplov
1 undergraduate- Physics
1graduate- Math
2 Ph.D. students in collaboration with HEP group at West Lafayette 
– in discussion

CMS and DZERO research activities are 
funded by National Science Foundation
MoU between Fermilab and PUC already 
signed for CMS

First pot of funds arrived at PUC (FY06)
Second in discussion (FY07)



N. Parashar                                                   NWICG Workshop@PUC 10 August 2006 8
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Large Hadron Collider

Energy frontier, high Luminosity p-p-collider at CERN, 
Geneva, Switzerland

CMSCMS

AtlasAtlas

LHCbLHCb

ALICEALICE
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CMS at CERN
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CMS Assembly
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CMS Construction

NP at Point 5, Cessy, 
CERN
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What will happen at LHC?
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Challenge

Computing will be a huge challenge at the 
LHC

Tremendous amount of data delivered (petabytes)
Physics is hard to find
Tremendous potential for discovery 

Computing needs exceed the capabilities
Scattered geographical location of collaborators
Bottleneck to access the same computing 
resources

Computing Grid is recognized as a solution
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Computing Model for CMS
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Roles

Tier-0 (CERN)
Primary reconstruction
Partial Reprocessing
First archive copy of the raw data

Tier-1s (Fermilab)
Share of raw data for custodial storage
Data Reprocessing
Analysis Tasks
Data Serving to Tier-2 centers for analysis
Archive Simulation From Tier-2

Tier-2s (Purdue University, WL)
Monte Carlo Production
Analysis
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PUC in CMS-grid

Tier-3
Communicate with Tier-2 for data needs 
Maybe even provide service to Tier-2
Share responsibilities with Tier-2
Need to learn from experts

Goal is to establish PUC as Tier-3 CMS center
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Outlook

CMS has chosen a globally distributed 
computing model

Majority of computing resources are located away 
from the host lab

CMS has chosen a model that drives activity 
at the computing tiers based on data 
distribution

Maintains realistic expectations on Grid services 
and facilities
Room for future growth of services and flexibilities

The model relies on reasonable networking to 
succeed

Larger available networks provide for flexibility of 
site activities by enabling fast transitions
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Summary

There are successful examples in high energy 
physics and other sciences

Babar distributes data and analysis to Europe
D0 SAM and SAM-Grid stations
CDF Distributed CAF systems

These are all successes of the last few years
Programs with lots of development

A lot of time and effort is spent developing 
and implementing grid services

Manage data and distribute processing
All of this is performed under the Open 
Science Grid Consortium (OSG)
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Inspiration

Albert Einstein
Year 2005: Year of Physics

Computers
Incredibly fast
Accurate 
Stupid 

Humans
Incredibly slow
Inaccurate 
Brilliant

Together: “Powerful beyond imagination”
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